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Preface

This User Guide describes the installation, configuration and operation of the following
Xerox storage products:

/ XRX-2PSQX-651-U4

/ XRX-2PSQX-652-FC

Audience

This User Guide isintended for use by the person installing and/or operating the Xerox
XRX series storage enclosure. For details about the host system, refer to the documentation
supplied with the host system

Conventions Used In This User Guide

The following conventions are used throughout this User Guide.

A WARNING mean s beware. There is a risk of electric shock or personal injury.
Befor e working on the enclosure, be awar e of the hazard s that exist.

A CAUTION means tak e care. There is a risk of causing damage to the
equipmen t or of losin g data.

A NOTE gives general informa tion, such as helpful tips and references to
related information.

Page v



SAFEStor User Guide

Chapter 1 OlIntroduction

Thank you for purchasing your Xerox SAFEStor RAID System. Designed for speed, reliability,
compatibility and performance. The RAID System is easy to install, providing an outstanding
and versatile solution to meet all your data storage requirements. The unit is available with either
Ultra-320 paralel SCSI or 4 gigabit Fibre Channel Host Interfaces utilizing Serial ATA (SATA)
disk technology.

This User Guide presumes that you are familiar with standard computer operations including
managing and organizing files and folders. If you are unfamiliar with these operations, please
. consult your computers User Guide.

Features and Benefits
The Xerox SAFEStor RAID Series offers an extremely versatile and low cost solution, perfect

for any End-User environment where high performance, problem free mass storage is required,
including:

/ Back-up storage.
/ Direct Attached Storage [JHigh-speed local storage device for dedicated workstations.
/ Server Attached Storage [1High-speed storage device attached to your server.

Configurations
The Xerox SAFEStor RAID Array isavailable in two capacity point configurations:

U320 SCSI models have the following part numbers:

O XRX-2PSQX-651-U4-3: SAFEStor RAID, Three 250GB drives, RAID 5 formatted
capacity: 500GB

O XRX-2PSQX-651-U4-6: SAFEStor RAID, Six 250GB drives, fivein RAID set, RAID 5
formatted capacity: 1TB, One HOT spare

Fibre Channel models have the following part numbers:
0 XRX-2PSQX-651-U4-3. SAFEStor RAID, Three 250GB drives, RAID 5 formatted
capacity: 500GB
0 XRX-2PSQX-651-U4-6: SAFEStor RAID, Six 250GB drives, fivein RAID set, RAID 5
formatted capacity: 1TB, One HOT spare

In addition SCSI models can be configured with tape libraries, the corresponding part numbers
arel

0 XRX-2PSQX-651-U4-3-VXA SAFEStor RAID, three 250GB drives, 500GB
formatted capacity, with VXA tape library

0 XRX-2PSQX-651-U4-6-VXA SAFEStor RAID, six 250GB drives, 1TB formatted
capacity , one HOT spare drive, with VXA tape library
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Understanding RAID

RAID is an acronym for Redundant Array of Independent Disks. A RAID system consists of an
array of multiple independent hard disk drives that provide high performance and fault tolerance.
The RAID controller implements several levels of the Berkeley RAID technology. An
appropriate RAID level is selected when the volume sets are defined or created. Thisdecision is
based on disk capacity, dataavailability (fault tolerance or redundancy) and disk performance.

The RAID controller makes the RAID implementation and the disks physical configuration
transparent to the host operating system. This means that the host operating system drivers and
. software utilities are not affected, regardiess of the RAID level selected. Correct installation of
the disk array and the controller requires a proper understanding

of RAID technology and the concepts.

RAID O

AD l!}l!l ------ = Logical Disk
/ /

!!|l0 B1 52 B3 co ¢!|Cl c3
/ /

Array
Man ag ement

RAID 0 : Striping

E + ; [; ; Physical isk

" 0 " .
Disk 1 Disk 2 Disk 3 Disk 4

~ RAID 0, dsoreferred to as striping, writes stripes of data across multiple disk drives. RAID 0O
does not provide any data redundancy, but does offer the best high-speed data throughput. RAID
0 breaks up datainto smaller blocks and then writes a block to each drive in the array. Disk
striping enhances performance because multiple drives are accessed simultaneously; but the
reliability of RAID Level O islessthan any of its member disk drives due to its lack of
redundancy.

RAID 1

RAID 1 also known as [disk mirroringl,] means that data written to one disk driveis
simultaneously written to a second disk drive. Read performance may be enhanced if the array
controller can simultaneously access both members of amirrored pair. During writes, there will
however, be aminor performance penalty when compared to writing to asingle disk as two
writes must occur (one to each disk drive). If one drivefails, al data (and software applications)
is preserved on the other drive. RAID 1 offers extremely high datareliability, but at the cost of
doubling the required data storage capacity.
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AD A1 BO|B1 CO C1|DO0 D1 T TR S ¥ 1- [ [ 1.1 1 3

RAID1: Mirroring |

Physical Disk

' i
Disk 1 Disk 2

RAID 0+1

RAID 0+1 isacombination of RAID 0 and RAID 1, combining stripping with disk mirroring.
RAID Level 0+1 combinesthe fast performance of Level 0 with the data redundancy of Level 1.
In this configuration, data is distributed across several disk drives, similar to Level O, which are
then duplicated to another set of drives for data protection.

AO|Al1 BO|B1 /CO|C1 D0/ D1 R T T = Logical Disk
........

RAID 3

RAID 3 provides disk striping and data redundancy though the use of a dedicated parity drive.
RAID 3 breaks up datainto smaller blocks, calculates parity by performing an exclusive-or
operation on the blocks, and then writes the blocks to al but one drive in the array. The parity
data created during the exclusive-or operation is then written to the remaining drive in the array.
If adrivefails, dataon the failed drive can be recovered using the information on the parity
drive. RAID 3isthe best choice for applications that require very fast data transfer rates or large
data transfers.

I.l\l:l AIIAZIA3 BO|B1 B2/B3 CO C1 C2|C3ELriel] = Logical Disk
f | | | ! | | | | | | |

Physical
Disk
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RAID 5

In RAID 5, the parity information is written to al of the drives in the array rather than being
concentrated on a dedicated parity disk. If onedrive in the array fails, the parity information can
be used to reconstruct the missing datafrom that drive. All drivesin the array can read and write
data at the same time, greatly increasing the performance of the RAID system.

AD BO CO DD A1/B1 C1 E1 A2 B2 D2 E2 ELILLL] = Logical Disk

RAID 5 : Block-Interleaved
Ditributed-Pa

Physical
Disk

RAID 6

RAID 6 extends a RAID 5 array by using dual distributed parity. Data and parity is striped at
block level across all member drives, just likein RAID 5. However, two sets of parity are
calculated and written across al the drives. When a disk fails, the datais recovered from the
remaining disks. RAID 6 provides the ultimate level of fault tolerance and can sustain two
simultaneous drive failures without downtime or data loss.

RAID 6 offers a perfect solution for mission-critical data.

AO|BO CO DO A1 B1 E1 F1 C2 D2 E2 F2 CEETTH = Logical Disk

Management

RAID 6 : P+Q Redundancy

Physical
Disk
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Chapter 2 Olnitial Setup and Installation

This Chapter describes the installation and set up of the SAFEStor storage enclosure. Important
safety details are described along with the environmental and electrical precautions that must be
taken. The location of components within the enclosureis aso shown.

Please read this chapter carefully before attempting to install or operate the unit .

Safety Statements

The following safety requirements must be understood before you install or operate the
SAFEStor Subsystem.

Warning: Disconnect all power supply inlets before opening the XRX series storage
enclosure for maintena nce.

Caution: Do not place the enclosu re on an uneven or unstable work surface.

Caution: Do not plac e or drop objects onto the enclosur e and do not force any foreign
objects into it.

Caution: Do not expose the SAFEStor series storage enclosure to extreme
temperatures (below 5 —Cor above 30 —C) or to direct sunlight.

Caution: Allow disk drives and power supplie sto reach ambient room temperature
befor e applying pow er to the enclosure.

Unpacking

When you receive the unit, visually inspect the exterior of the packaging for any signs of damage.
If any damage is found, you should inform your distributor. Once the packaging is opened, the
contents should be checked against the enclosed Packing List. If any items are missing or
damaged you should contact your distributor immediately.

CAUTION: Allow disk drives and power suppli es to reach room ambient temperature
befor e applying pow er to the enclosure.

Environmental Considerations

This section outlines the environmental factors that must be considered when choosing a suitable
location to install the storage enclosure.

Temperature

The operating temperature of the storage enclosure is between 5°C and 30°C. However, it is not
recommended that the enclosure be continuously run at these extreme temperatures.
Consideration should therefore be give to ensure that the room ambient temperature is compatible
with these specifications.
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Air Flow

To ensure that internal heat build up is properly dissipated into the surrounding environment, the
enclosure should be positioned such that no air vents are blocked or obstructed in any way.
Failure to ensure this can lead to heat build up in the enclosure and damage to the components.

Electrical Considerations

Y ou must ensure that the required current does not exceed the rating of the power source. This
includes cabling, power distribution units, filters and any other devices through which the main
current flows. Surge currents must be catered for. Disk drives may consume twice the amount of
current at start-up time as they do during steady state operation.

Installing a Disk Drive

Warning: Disconnect the power supply inlets before opening the storage enclosu re for
maint enance.

Caution: Do not plac e or drop objects onto the enclosur e and do not force any foreign
objects into it.

Caution: Allow disk drives and power supplie sto reach ambient room temperature
befor e applying pow er to the enclosure.

Toinstall aDisk Drivein the storage enclosure, follow the procedure below:

1 Orient the Disk Drive carrier so that the LED indicator is at the bottom.

2. With the locking lever fully open, gently slide the Disk Drive carrier into the desired slot
on the front of the enclosure.

3. When the Disk Drive carrier isin al the way, slowly close the locking lever until it
[dlickslinto place.

Locating Components

The SAFEStor family uses dual external 180W power supplies which plug into the rear of the
unit. The following pictures show where the components are located within the enclosures.

Front View of XRX-2PSQX-651U4, XRX-2PSQX-652-FC

Front Panel Display
Drive Caddies
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The above drawing shows the front view of SAFEStor with the door opened. Behind the door are
~ the 6 hot swappable drive caddies.

Rear View of the unit
. The rear connector points of the SCSI unit are show in the following diagram.

Host Ports

Power on Switch
Ethernet

RS-232

PSU Input 1
Optiona PSU Input 2

The Fibre Channel version is similar except that there are Fibre Channel host ports rather than
SCSl.

FRU replacement

Cooling Fan

The low noise fan is easily removed by unscrewing the single retaining screw shown in the
diagram below and then sliding up the fan assembly and pulling it outwards whilst detaching the
fan power connector at the bottom of the backplane.
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09%28. 2004

RAID Controller

To gain access to the RAID controller it is necessary to remove the backplate assembly. The
RAID controller is mounted horizontally above the drive bays and is attached to the rear panel.
To remove the controller follow the steps outlined below:

1. Remove drives from backplane.

2. Remove the black plastic side panel by removing the two screws at the | eft (as viewed
from the rear) and slide it out.

3. nclip te LCD panel connector from the backplane
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£ 3

4. Remove the four secuﬂ ng screws and remove the assembly

Drive Carrier

The drives are mounted in purpose designed caddies. The caddies are designed for hot swap operation
with a damping handle and EMI shielding. Status information is conveyed via light pipe. Removal of the
drive carrier is achieved by pressing on the upper part of the handle.
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Drive Mounting Screws

The drives are mounted from the underside of the drive caddy by the four screws shown in the
diagram above.
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Chapter 3 OlInitial Configuration

This Chapter describes how to install the hardware and how to connect to and access the RAID
Controller.

Attaching the SCSI Cables to XRX-2PSQX-651-U4

There aretwo SCSI ports on the rear of the XRX-2PSQX-651-U4 enclosure. Attach the SCSI
cable (or 2 cablesif required) to the SCSI ports.

NOTE: If only one SCSI cable is connec tedto the enclosure, you must insta Il a SCSI

" terminator.

Attaching the Fibre Channel Cables to XRX-2PSQX-652-FC

There are two Fibre channel SFP Ports on the rear of the XRX-2PSQX-652-FC enclosure at the
rear of the unit. Insert the SFP adapters and then attach the FC cabling to these ports.

Accessing the RAID Controller

Following the hardware installation, the RAID subsystem disk drives must be configured and the
volume sets initialized, before they are ready to use. Thisis carried out using one of the
following methods:

/ VT100 terminal connected through the RAID subsystem seria port.
/ Firmware-embedded TCP/IP & web browser-based RAID manager viathe 10/100
Ethernet LAN port.

The embedded RAID manager provides complete control and management of the RAID
subsystem, eliminating the need for additional hardware or software.

NOTE: The RAID subsystem must only be accessed through one method at a time.
VT100 terminal (via serial port)

The serial port located at the rear of the unit can be used in VT100 mode. The interface cable
provided connects the RS232 port to a PC. The embedded RAID management interface can
access the array through the RS-232 port. Y ou can attach aVT-100 compatible terminal or aPC
running a VT-100 terminal emulation program to the serial port to access the text-based Set-up
Menu.

RAID subsystem RS-232C Port Configuration

To ensure proper communications between the RAID subsystem and VT-100 Terminal
Emulation program, use the following communication settings:

Page 11



SAFEStor User Guide

Connection Null-modem cable
Baud Rate 115,200

Data bits 8

Stop 1

Flow Control None

By connecting a VT100 terminal, or a PC operating in an equivalent terminal emulation mode,
all RAID subsystem monitoring, configuration and administration functions can be carried out.

~ Thereisawide variety of Terminal Emulation packages available, such as Hyperterm. Open the
Terminal Emulator of your choice and configure the Settings of the Terminal port as shown in
the Terminal Requirements table above.

When the VT100 Terminal set-up is complete, you can pressthe™ X " key (on your Terminal) to
link the RAID subsystem and Terminal together. The disk array Monitor Utility screenis
displayed on your VT100 Terminal.

Please refer to Chapter 5 to continue with the configuration of the unit using the VT-100
terminal software.

Web browser-based RAID manager

Firmware-embedded web browser RAID manager is a HT TPCbased application, which utilizes
the browser installed on your operating system. Y ou can use the Ethernet LAN port (see Chapter
2 for location of components) to configure the subsystem without any additional software or
drivers.

" Youcan manage the RAID subsystem remotely without adding any user specific software
(platform independent) via standard web browsers connected directly to the 10/100 Ethernet
RJA5 LAN port.

To configure the RAID subsystem on alocal or remote machine, you need to know its IP
Address. The IP address is detailed on the Product Documentation and Quality Sheet provided
with the unit.

To launch the TCP/IP & Web Browser-based RAID manager, enter:

http://[1 P Address]

NOTE: You must be logged -in as administrator ~ with local admin rights on the workstation to
remotely configure RAID subsystem. The user name and password are case sensitive. The
defaul t values are:

User Name : eadmin,
Password : +0000,
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Web browser-based RAID manager viaHTTP Proxy

The browser based RAID manager can be accessed viaaHTTP Proxy. The RAID System comes
with proxy software for Windows based host systems.

To run the proxy software, double click on the executing file ar chttp.exe. The Archttp dialog
box appears. ThisalowsaHTTP session to be established viathe serial port. Connect the
supplied seria cable to an unused com port on the server and enter the com port number in the
dialog shown in the diagram below.

The Parameters for the General Setting are:

O TCP Port value= 1 ~ 65535.

O RAID Connected to value=1 ~ 10 where 1 for COM1, 2 for COM2 and so on...
O BaudRate value = {2400, 4800, 9600, 19200, 38400, 57600, 115200}

NOTE: The RAID controller default baud rate is 115200.

When the program starts running, the following window appears:

e Http Proxy Server

General Setting

TCP Port: Bl <<Detault 81>>
RAID Connected to: COMA -

BaudRate: |1152|]l] j

Start

Exit

¥ Launch Web Browser when server started!!

To start the ArcHttp Proxy Server web-browser management, click Start.

Type the User Name and Password when prompted. The RAID controller default User Nameis
"admin" and the Password is"0000". After entering user name and password, press Enter to
start-up the Http Proxy Server. The RAID Management software is now accessible.
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Configuration Menu Tree'

The following diagram details the menu structure of the RAID manager, which can be accessed
viathe RS-232 seria port and Ethernet LAN port.

Creaie Rad 5
Delate Baid Sal
Eapsarad Rald Sar
Acteabe Fad Set
Creane Hob Spane
[e=lete Fiot Soare
Raid Set Information

Raid Sat Functian

Creste Youme Set
[ Delete Wolume B2t
Ny Wolume St
Chisck Veliang Sil

S Woluame e
I:r:plﬂ Wolame Info

Quick Yolume/Rakd

Setup Valusme Set Functions

SyEtem Information

Wigw Drive Infarmarion

Creae Pas Through Disa
[ Wiy Pass-Through Disk
| Delete Pass-Through Disk

Physical Drives

Hardware Manitor

ety Selecbed Drnee

Clear Evant Buffer

Faid System Function

Wute The Alert iseper
Alerl Beeger Setlrg
fllFl'E Pasiward
JEODCRAD Funcilion
Baciground Task prioncy
[ Warsimur 5474 Mode
HOD Aeed Ahead cache

View System Events

DHCF Function
Local IF Address |

HTTP Fort Mumber
Tedral Pork Husmber i

Erreiret hddress

Ethamat
Configuration

Channed 0 CAL
Lranledrlissbied

U320 5C5 Target Conflg | auio tpeed Dowe
[rasted s Hsablead

| Siegger Piwser (0
HOD SWART Starck Pl

fa.w.llz TaudAr RN
Temeinal PDI'LE-Eﬂr!

Update Fimrwars

Hestart Contmller

NOTE: Alert by Email Configuration

Front Panel Operation

can only be set in th e web -based configuration

The system can aso be configured from the front panel display. It is recommended that detailed
configuration is performed using normal keyboard or mouse input rather than through the front
panel, however the display is useful for setting up IP addresses prior to more involved
configuration and reading status information. Interaction with the keypad is achieved by using

the four buttons shown in the following diagram:

! Note the firmware tree may vary with different firmware releases, the above is based on V1.38 code.
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The four buttons are designated:
Enter [0Selects amenu option
Esc OBacksup alevel

[J- Moves forward to next field
[J- Moves backward to next field

The button correspondence is as follows:

The default password is [0000CWwhich may be entered through the panel.
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Chapter 4 OConfiguration Using Web Module

The RAID Controller of the Storage Enclosure can be configured and managed using the Web
based RAID management software. This chapter describes how to use the Web based
software. For information on accessing the Web based RAID Management Software refer to
Chapter 3.

NOTE: The following screens are taken from the SCSI product, the Fibre Channel
version will differ sligh  tly (mainly in the area of channel configuration).

Initial Configuration

When you log into RAID Manager for the first time (user name = admin, password = 0000)
the overall display screen is shown:

There are six main functions in the RAID Management software:

/ Quick Functions allows you to quickly build a RAID system with minimal user input
required.

/ RAID Set Functions  allows you to create, delete, modify and expand a RAID set as well
as create and delete hot spare drives and rebuild RAID sets.

/ Volume Set Functions  allows you to create, delete, modify and check volume sets.

/ Physical Drives allows you to create, modify and delete pass through drives as well as
identify physical drive locations in the enclosure.

/ System Controls allows you to configure system functions such as alarms,

notifications and passwords, as well as upgrading controller firmware and restarting the
controller.
/ Informatio n allows you to view RAID set, hardware and system wide information.

& Quick Function
S RaidSet Functions

ZVolumeSet Fanctions
Raid Set Hierarchy

& Physical Drives

Raid Set IDE Channels Volume Set(ChTdLun) Volume State Capacity

@System Controls e e — —

Raid Set # 00 Ch04 FBN-6020-VOL#00 (0/0/0) Normal 160.0GB
Slnformation Ch02

IDE Channels

Channel Usage Capacity Model

Chdl Hot Spare §1.3GB HDST11580VLEAS0

Chi2 Raid Set # 00 §2.0GB Maxtor 6Y080M0

Ch03 Raid Set # 00 81.3GB HDS712580VLEARD

Chi4 Raid Set 2 00 82.0GB Mastor 6Y080MO

Ch05 NA NA NA

Chié NA NA NA

Quick Functions

This function allows you to create a RAID Volume set with minimal input. When you click
on the Quick Createlink in the navigation panel the Quick Create screen is displayed in the
information panel.
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[ Quick Function
Chnck Create

CRaidSet Functions
Create Raid Sat

Delete Raid set
Expand Baid Set Quick Create Raid Volume Set

Actrvate Raid Set

Create Hot Spare Total Number Of Disks 3

Delete Hot Spare : .

Rescue Raid Set Select Raid Level Raid 1+ Spare +
Meazimm Capacity Allowed 80 GB

CVolumeSet Functions :

Create Vohme Set Select Capacity 8 GB

Delete Vobume Set Vohme Infiialization Mode

% Select Stripe Size 64 v KBytes

Stop Vohmme Set Check

[ Confrm The Operation

EPhysical Drives

Submit | | Resal

This screen contains the following fields:

MmO e a1

Total Number of Disk's The total number of disk drives that are available for the
RAID Volume set.
Select RAID Level Select the RAID level to be applied to t he RAID Voume

set from the drop-down list

Maximum Capacity Allowe d The maximum capacity in Gigabytes that is available for
the creation of the RAID Volume set.

Select Capacit y Select the capacity that you wish to apply to the RAID
Volume set.

Volume Initialization Mode Select whether you want the initializat ion of the Volume
Setto take place in the Foreground (fastest) or run in
the Background (slow).

Select Stripe Size Select the stripe size to apply to the RAID Volume Set
from the drop-down list.

To create a Volume Set using the Quick Create function, follow the procedure below:
1 Enter the information in the screen as described in the table above.

2. Select the Confirm The Options check-box.

3. Click Submit to create the RAID Volume Set.

RAID Set Functions

This section describes the RAID Set functions of the RAID Management software. These
functions allow you to create, delete, modify and expand aRAID set aswell as create and
delete hot spare drives and rebuild RAID sets.

Create a RAID Set

This function allows you to create anew RAID Set. To create anew RAID Set, follow the
procedure below:
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1. From the navigation panel, select Create RAID Set. In the information panel, the list
of the disk drives available for inclusion in the RAID set is displayed.

2. Use the check boxes to select the drives to be included in the RAID Set and then
check the Confirm The Operation check box and click Submit.
3. The RAID Set is created from the selected disk drives.

Delete RAID Set

This function allows you to delete aRAID Set. To delete aRAID Set, follow the procedure
below:

1 From the navigation panel, select Delete RAID Set. In the information panel alist of
available RAID Setsis shown.

2. Using the check box, select the RAID Set to be deleted and then check the Confirm
The Operation check box and click Submit.
3. Y ou will be asked to confirm the deletion.
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